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Abstract
This study investigates the determinants of corruption in Ukrainian regions and applies spatial analysis to examine the relationship between corruption perception index and economic, political and cultural factors. The results of the study show that economic growth decreases corruption in the regions. The paper also challenges the existing academic studies, as it shows positive impact of the number of civil organizations in Ukrainian regions on corruption. The implications of the empirical research are, therefore, a valuable asset to the existing literature on corruption. They indicate that dealing with corruption in Ukraine requires consideration of the influence of region-specific corruption determinants.
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1. Introduction

Transparency International (2009) defines corruption as abuse of entrusted power for the private gain. While this definition is vague and general, corruption has been an issue of public debate and academic research for many years. Some authors openly blame corruption for undermining operation of markets and therefore resulting in slower economic development (Barro 1997; Bai et al. 2013). Others are less convinced whether corruption is entirely a negative phenomenon and point out that corruption may help to avoid bureaucracy and even stimulate some economic growth (Leff 1964).

Since its independence Ukraine has been challenged by widespread corruption activities which put in danger its economic and political future. According to report published by the European Research Association, USAID, and Kyiv International Institute of Sociology in 2011, 10% of Ukrainian population is reported to be forced into corruptive activities, with courts and universities ranked with the highest perceived corruption – widespread values of 60.5% and 47.1%, respectively (European Research Association [ERA] et al. 2011).

Country’s Soviet past and geographic location often become the green light for corruption in Ukraine. Moreover, current economic and political situation in the country fuelled by the military conflict in the East of the country leave little room for anticorruption measures. In fact, local population seems to be used to corruption being part of their lives while people also do not believe in future without corruption. In 2011 low trust levels in both local and state government were registered with only 20.1% of population trusting local authorities, 14% having trust in the President and only 7% in judicial system (ERA et al. 2011).

The motivation for this study lies in the importance of corruption issue for Ukraine’s further development, economically, politically and culturally. The aim of the paper is to determine which factors influence corruption perception index in Ukrainian regions and developing policy suggestions that may be used for the bottom-up anti-corruption reforms. The goal of this paper is, therefore, to apply spatial analysis techniques in order to investigate economic, political and cultural determinants of corruption perception in Ukrainian regions. Hence, the added value of the given paper is in empirical analysis of CPI (Corruption Perception Index) determinants in spatial regional dimension. Today there is a lack of a similar studies on the Ukrainian regions; this work drives methodological and empirical experience from other studies to come up with suggestions and recommendations that may be utilized to decrease corruption in Ukraine.

Mainly, this research strives to verify three hypotheses: First one states that increase in GRP (Gross Regional Product) growth per capita and increase in real income per capita have a negative effect on CPI. Second hypothesis predicts that increase in number of civil organizations in a region and higher regional integration
index decrease values of CPI, while third hypothesis suggests that higher number of MPs (Member of Parliament) originating from a given region has a positive impact on CPI. The paper uses regional data and spatial analysis and Two-Stage Least Squares technique with instrumental variables to capture the impact of various determinants on CPI.

The paper is divided into three parts. The first one features literature review, then the second one proceeds with data description and methodology, while the third presents the estimation of empirical model and its results. The final section of the paper provides concluding remarks and suggests further steps to advance in fighting corruption in Ukraine.

2. Literature review

This section extensively covers existing literature on the matter of corruption analysis. Particularly, my interest here is in covering the literature on defining corruption and determinants of corruption, as those areas of study which are critical for my research. I firstly define certain groups of determinants as economic, political and cultural and then focus on the very determinants supported by the relevant literature. Although academic literature includes a considerable amount of studies concerning the determinants of corruption, not all of them are applicable to the regional dimension research that is conducted in this paper. For this reason, only determinants relevant to regional dimension will be reviewed.

2.1. Defining corruption

As mentioned earlier, it is difficult to define and measure corruption as it is both illegal and hidden. Majority of empirical studies use CPI that is annually published by Transparency International (Bernalez 2008; Alam 1995; Husted 1999; and others). The index is based on ten international surveys of the perceptions of business people and country experts regarding corruption around the world and is published annually. However, the popular critique of such approach claims that due to its intrinsic nature, corruption is unique in its form and appearance in each country and therefore adopting a general index evaluating many countries at the same time may result in biased results (Fiorino and Galli 2010, 2012). As the argument goes, each country has specific and peculiar features meaning that investigation of corruption should take into account cultural and legal differences of the country.

The abovementioned debate results in widespread doubts regarding the measure that should be chosen when examining corruption. For instance, Fiorino and Galli (2010) use number of crimes committed by the public officials as dependent
variable. This approach, however, has some significant drawbacks that are also admitted by the authors. Mainly, the problem lies in the fact that registered persecutions for the crimes committed by the public officials only captures ‘revealed’ corruption, while omitting the ‘hidden’ one. Moran further specifies that corruption captures state-society relations, political systems, development trajectories and types of external linkages (Moran 1999). Indeed, the determinants influencing corruption are largely agreed to be broadly divided into economic, political and cultural.

2.2. Determinants of corruption

It is important to define determinants of corruption in order to proceed with the investigation of CPI. Hence, a closer look at the economic, political and cultural determinants of corruption is taken as well as on the literature that uses those determinants to study corruption. First, the relevance of the group of determinants is described and the determinants themselves are discussed.

**Economic determinants**

Corruption determinants referred to as economic are grouped by assumption that state intervention is conducted not through the bureaucratic system and legal ways of impact but using administrative mechanisms for private purposes causing corruption (Del Monte and Papagni 2007). Shabbir and Anwar (2007) also find that economic factors have more effect on corruption than non-economic ones when investigating this issue for 41 developing countries. This argument is generally supported by the liberal economists who believe that corruption may be fought only when minimising the role of the government in the economic life of the country. Otherwise, corruption is largely used as an instrument of control and influence on the government by the interest groups.

The role of interest groups is associated with two-way causality between corruption and economic activity. On the one hand, interest groups often possess certain economic power, which allows them to influence the ruling party, as they get to avoid taxation, win tenders, or buy land cheaper than market prices. On the other hand, autocratic elite controls interest groups by giving them access to corruption rent. This issue is commented by Hollyer (2011), who proves empirically that elites may systematically manipulate access to rent to provide incentive for higher performance for both local and state officials. The author explains that autocratic elite controls the interest groups by granting career opportunities to best performers and punishing the inefficient officials. At the same time, according to Hollyer
(2011) if elite is supported by interest groups acting in the name of their ideologi-
cal empathy, there may be lower corruption in the country. Economic development
is therefore claimed as both the tool for interest groups and aim for autocratic elite
which interact under corruption.

Some studies state that economic development serves as a determining factor
for the level of corruption in the country. Huntington (1968) and Myrdal (1968)
avocate the idea that at the early stages of development, societies face higher
levels of corruption, which decreases after certain development level is reached
and then decreases along with the pace of economic development. This phenom-
enon, as the argument goes, causes the inverted U-shaped relationship of economic
development and corruption (Treisman 2000). The finding of the U-shaped rela-
tion between corruption and economic growth gives useful interpretation of this
relationship for developing countries. It also allows us to speculate on the level of
economic potential of a given country by looking at the correlation sign of the cor-
ruption and economic growth. Hollyer (2011) challenges this idea and emphasizes
that in less developed countries where elites built their power on ideological affin-
ity, corruption could be relatively low and well controlled by the elite, as it was in
the Soviet Union.

Bai et al. (2013) examine corruption dependence on economic growth in Vi-
etnam. They build a model to examine whether in poor countries firms have an
opportunity to avoid corruption and bribes while stimulating economic growth.
Empirical study discovers that firms operating in multiple provinces and/or trans-
ferable land property rights experience less corruption as they are more flexible
(Bai et al. 2013). As the study shows, operating in various provinces not only
differentiates the risks of business expropriation as a result of avoiding bribes but
also redistributes the wealth between regions leading to lower income inequality.

Income inequality is another important economic determinant of corruption
and is used in many studies as corruption explanatory variable. Shabbir and Anwar
(2007) argue that income inequality makes population preoccupied with income
redistribution rather than honesty monitoring. As a result more people are prompt
to pay bribes, making corruption more socially acceptable. The authors also find
income inequality to be positively correlated with the level of corruption (Shabbir
and Anwar 2007). Gupta and Davoodi (1998) conclude that corruption is positively
correlated with income inequality, whereas policy aimed at decreasing corruption
also decreases income inequality and poverty. Alam (1995) and Johnston (1989)
study the mutual causality relation between income inequality and corruption that
corruption causes greater income inequality, while the inequality in income distri-
bution promotes higher levels of corruption.

Dzhumashev (2013) has conducted a study regarding two-way relationship
between governmental expenditures and corruption and their impact on economic
growth. His conclusions are that governmental expenditures trigger corruption,
which in turn, leads to distortions in the structure of governmental expenditures. Fiorino and Galli (2010) agree with the statement and claim that lower government expenditures with fewer regulations are generally associated with lower corruption.

Sandholtz and Koetzle (2000) look at the way unemployment impacts the level of corruption. They conclude that high marginal value of money in poor countries makes bribing beneficial for both givers and takers of bribes. Unemployment is one of the reasons why people are ready to pay bribes in order to open higher income gain opportunities and employment. Buying and selling positions, as the case of corruption, is claimed to be positively correlated with corruption. Alongside with unemployment such economic determinant as inflation is also thought to increase corruption, as it serves as another destabilising factor. Among others, Bai et al. (2013) and Jung (1985) take inflation into account when investigating corruption.

**Political determinants**

Political factors influencing corruption are grounded in the costs which corrupted officials face in pursue of personal benefit. Putnam (1993) defines political attention as being a luxury good. Such characterization allows him to determine factors influencing the ‘price’ that a politician faces when acquiring political attention by means of corruption. Elections are perfect example of the corruption encouraging environment (North 1971). Moreover, local elections are even more corruption-prone as corrupt official can focus on specific sector rather than the whole government, making corruption less risky. Whether an official has to pay a high price for political attention depends on civic participation of his electorate. Balancing between political representation of different interest groups in turn provokes more corrupt activities.

The level of civic and political participation of the population highly depends on the level of education. This concept is central in research by Lipset (1960) and Glaeser et al. (2004) who examine the way education, political and civic engagement influence corruption. The authors come to conclusion that more highly educated people, as well as those active both politically and civicly, have a tendency to monitor honesty, hence decreasing the level of corruption. Higher political awareness also leads to stronger civic community (Del Monte and Papagni, 2007).

This idea is challenged by results of empirical study by Fiorino and Galli (2010) who examine corruption in Italian regions. One of the interesting findings of the authors is a positive correlation between corruption and education, which they explain as the ability to bypass and evade regulation and that is only increased with higher levels of education. Their study focuses on the impact of corruption on economic growth. It has been found that economic growth is highly correlated with public expenditures, effect of which is undermined by corruption (Fiorino and Galli 2012).
Higher level of democracy and political plurality is also claimed to decrease corruption. As Del Monte and Papagni (2007) explain, higher political competition influences corruption in two ways: First of all, it stimulates creation of new political parties and therefore raises political awareness and secondly, it fragmentizes electorate’s choice, therefore giving all political forces more equal chances and decreasing need of corruptive activities at the same time.

**Cultural determinants**

This group of corruption determinants suggests that corruption largely depends on social capital, which is associated with strong civil society (Mauro 1995; Fearon and Laitin 1996; Wines and Napier 1992). They claim that corruption patterns tend to correspond to the rules of the ‘legal culture’ (Fiorino and Galli 2010). Wines and Napier (1992) conclude that dominant cultural norms influence social acceptance of corruption. Corruption tends to increase when the state laws are in dissonance with strongly integrated culture and well defined moral and cultural norms. On the other hand, as Bernaldez (2008) and Shkurpat (2006) argue such dissonance increases the risk of corrupted activities for officials when public opinion has a strong vision of honesty resulting in protests and revolutions – hypothesis which has been empirically proved by recent events in Ukraine (especially after the Revolution of Dignity of 2013, see Koshkina 2015).

According to cultural approach to corruption determinants, trust in government is seen as a public good which impacts the perceived quality of life of the population. Apart from integration level mentioned above, civil organizations are believed to influence the revival of public ‘legal culture’ (Coleman 1990; Huntington 1968). Academic research also suggests that higher integration level of the population – meaning lower religious, language and ethnic fragmentation – leads to more active participation and stronger moral norms, therefore decreasing corruption (Coleman 1990).

Senior (2006) puts together a thorough study of corruption in many countries assessing their corruption level and comes to interesting conclusions regarding the role of integration of population. The author uses CPI provided by Transparency International as dependent variable, extensively analysing the determinants of corruption in his book *The Big C: Cases, Causes, Consequences, Cures*. Senior indicates inverse relationship between corruption and social integration and observes direct relationship of the dependent variable and government’s economic interventions. He uses causality tests to discover complex interdependencies between corruption and economic variables and well as political ones.

Kappor and Ravi (2009) distinguish between corruption norms and government effectiveness instead of investigating the use of corruption index. They find
that corrupt behaviour of UN officials cannot be explained by corruption norms alone and is largely dependent on government effectiveness. Kapoor and Ravi (2009) suggest that cultural norms are not best explanation for corrupt behaviour unless supported by data on government effectiveness, which they define as composite indicator showing level of office organization, official’s education level, quality of civil service and other factors influencing a given official.

The abovementioned determinants are not self-exclusive, moreover, it is necessary to apply each of them to the country-case study of corruption. Such approach allows us to explain as many interrelations between the variables as possible and tailor the model to a specific country based on peculiar features and data availability. This argument is used by Bernaldez (2014) who gathers into one study economic, political, cultural and organizational determinants. As he distinguishes between cultural and organizational determinants his classification is different from the one mentioned previously with some of them only relevant for international and not country-level regional analysis. Bernaldez's (2014) work thus serves as a summary platform of the interrelationships between corruption and its determinants which may come useful for interpretation of empirical results.

It is important to note that while the abovementioned studies are relevant for the given work, they do not take into account the distribution of spatial dimension of corruption across the regions. This might be due to insignificance of spatial autocorrelation in the model, or it may also relate to the fact that majority of studies examine rather the international aspect of corruption and do not focus on an in-country regional level determinants.

2.3. Studies on Ukraine

There is little literature that would examine corruption in Ukrainian regions, while there are no studies that take into account spatial dimension of corruption in Ukraine.

Neutze and Karatnycky (2007) put together an empirical study that provides a thorough insight into the corruption in Ukraine. It gives a generalised report on the corruption in economic sector, judicial sector, executive and legislative sectors, political corruption, as well as the role of private sector and media. The main conclusion of Neutze and Karatnycky (2007) is that Ukraine needs to ensure thorough implementation of current anti-corruption laws, unite all political forces in passing more corruption-fighting legislation, establish constructive dialogue between civil society and the government, and also initiate anti-corruption programme in judiciary and health sectors as the first priority. Neutze and Karatnycky (2007) also name governmental expenditures watchdogs, civic education, increase MPs’ accountability and empower civil organizations with ability to exercise pressure on the government.
The paper by ERA et al. (2011) features an extensive analysis of corruption perception in Ukraine. The study based on the regional surveys indicates the leading causes of corruption that are perceived as such by the population. According to the survey, officials’ desire to use their position in public office for personal gain is the main reason for corruption, which echoes political theory of corruption determinants. The subsequent factors – inadequate control of the law enforcement over officials and absence of strong political will of the highest levels of the government – also point at political reasons for corruption in Ukraine.

However, if one wants to investigate regional level of corruption perception, it is important to look at the areas in which people interact with corruption the most. According to the ERA, USAID and Kyiv International Institute of Sociology (2011) paper, top areas where population faces corruption are: healthcare, universities, business regulation and inspection, state auto inspection, state subsidised housing and governmental jobs. The study, however, concludes that extortion to bribery in not equal across the regions – it is higher in eastern and southern regions and lower in western and central regions.

Vyshnyak (2009) explains the differences between corruption spread across Ukraine by looking at regional cultural, ethnical and language differences across the regions. She conducts an empirical study examining the amount of people speaking Ukrainian, Russian and other languages in different life spheres like job, home or university. Generally, the author concludes that Ukrainian speaking regions report higher level of social integration and political participation (Vyshnyak 2009).

USAID (2006) report suggests that the cleft between East and West of the country fuels political crisis in Ukraine, as politicians use and reinforce the difference between the regions to acquire larger electorate. This argument brings us back to the cultural determinants of corruption, once more pointing out at the need of taking into account the spatial dimension of corruption in Ukraine.

Having analysed the literature concerning the definition of corruption as well as the determinants of corruption, the following part proceeds with data description and methodology used for the empirical research. The consequent section features estimation of the model and its results. Finally, the paper also presents conclusions on the conducted research.

3. Data description and methodology

The study presented in the paper investigates the determinants of corruption in Ukrainian regions and looks at economic, political and cultural factors influencing CPI at the regional level. Ukraine is divided into 25 administrative units: 24 regions (‘oblasts’ in Ukrainian) and Autonomous Republic of Crimea. The given
research focuses on the time period of 2004−2011 and uses annual data for 25 regions of Ukraine. After Orange Revolution in 2004 Ukraine started taking its first steps towards stronger civil society and lower corruption (Koshkina 2015). As a part of this process Ukrainian Statistical Bureau (USB) reformed its statistical methods and made the information available to the wide public on its website (Koshkina 2015). Furthermore, statistical data became even more influenced by external forces with beginning of the military conflict with Russia. Studying corruption determinants during 2004−2011 is therefore the most suitable time period for both unbiased results with the largest possible data sample.

The following equation is estimated:

\[ Corruption \ Perception \ Index_{it} = f(X_{it}, \epsilon_{it}) \]  

for \( i = 1, \ldots, 25 \) and \( t = 2004, \ldots, 2011 \), where \( X \) is a vector of explanatory variables and \( \epsilon \) is the error term.

More specifically, the following spatial model was constructed:

\[ y_i = \alpha + \beta X + \rho Wy + \epsilon \]  

\[ \epsilon = \lambda W \epsilon + u \]

Where \( X \) is the vector of explanatory variables; \( \rho \) is the coefficient estimated for the spatial lag; \( W \) is the spatial weights matrix; \( \lambda \) is the coefficient estimated for the spatial error; \( u \) is the unobserved non-spatial error for every observation.

### 3.1. Dependent variable

Corruption perception index (variable: \textit{corruptind}) is used as dependent variable for this study. The concept of this determinant has been developed by Transparency International in 1995 and uses international surveys to create a score for each country on the scale of 0 to 100 showing how corrupt its public sectors are perceived to be (Transparency International, 2014). Transparency International uses empirical data submitted by the supporting national and international institutions to produce the index with 0 standing for the country perceived as highly corrupt to 100 which means no corruption.

Following the guidelines of Transparency International, Ukrainian statistical institutions took the approach of corruption perception index to regional level to assess the perception of corruption and its dynamics in every oblast in Ukraine. Kyiv International Institute of Sociology and in the framework of USAID funded project called “The Ukraine National Initiatives to Enhance Reforms” gathered the index data for the years 2007–2011 (ERA \textit{et al.} 2011) and produced regional CPI for Ukrainian oblasts and Autonomous Republic of Crimea. The index varies from
0 to 100, with 0 standing for no corruption and 100 for very corrupted region as perceived by the population. This CPI measure is used in the given paper to investigate corruption determinants in Ukrainian regions.

The choice of CPI as dependent variable to measure level of corruption in a region has a number of reasons. First of all, although the index is a subjective indicator, it reflects everyday realities of the Ukrainian population and therefore can be considered a good proxy for the real level of corruption in the country. Secondly, the index has been created taking into account both Ukrainian realities and Transparency International methodology. On the one hand, corruption perception might to some extent be higher than actual corruption interaction (ERA et al. 2011), but on the other hand, the index indicates to what extent corruption is accepted as a part of social reality in Ukraine, potentially complicating the process of fighting it.

3.2. Explanatory variables

The study presented in this paper uses the following explanatory variables:

- **Gross regional product growth per capita** (variable: grpgr) has been included as an explanatory variable for the study. USB Yearbooks provide measurements of GRP with the Gross Value Added (GVA) that is further defined as the difference between output and intermediate consumption, which includes the primary income generated and distributed by producers.

- Using **real income per capita** (variable: realincomepc) as an explanatory variable is a good method of capturing the way real income of the population influences perception of corruption. This variable shows real average salary in the region. The variable primarily affects the perception part of the CPI as lower salaries are believed to make people blame corruption.

- Another important variable that will be used to explain corruption is **unemployment rate** (variable: unem). The level of unemployment is an important determinant of CPI as it reflects the willingness and need to pay bribes. The analysis by Sandholtz and Koetzle (2000) suggests that higher unemployment rate encourages population to look for illegal employment and pay bribes to obtain employment. Variable is presented in percentage of unemployment growth rate compared to the base year 2003.

- The money allocated to each region is captured by using **governmental expenditures** (variable: govspend) as an explanatory variable. This variable shows the amount of money allocated to a given region from central government budget.

- **Crime rate** (variable: crime) is also used to investigate CPI. The variable shows overall number of registered crimes in the region and is assumed to correlate with the amount of crimes committed by governmental officials, as those are not explicitly recorded. As Dzhumashev (2013) shows it, there is positive relationship between governmental spending and CPI.
Another variable suggested by the analysed academic literature is the **number of MPs in the current parliament** (variable: *mp*). Fiorino and Galli (2010, 2012) use number of legislators from a given region to control for region’s interests representation in the parliament. It is assumed that in a relatively corrupted country, legislators have strong connections in their home regions, and once they get to the parliament those connections gain momentum using the legislator’s power.

Same logic is used to apply **number of political parties** (variable: *parties*) as an explanatory variable for the empirical study. This variable is a proxy for political plurality in the region. Del Monte and Papagni (2007) argue that political plurality is an important determinant of corruption as the higher is competition for electorate between political parties, the lower their incentive to use corruption to acquire voters. The authors claim this relationship is directly related to the number of political parties available in the analysed territory (Del Monte and Papagni 2007).

**Number of civil organizations** (variable: *civilorg*) is very useful when capturing the impact of civil society on corruption perception. The variable shows the number of registered civil organizations in the region and is used as a proxy for civil participation in the region.

**Integration index** (variable: *integration*) is also used to evaluate the influence of civil society on CPI. Since the regional data is spatially autocorrelated, it is logical to take into account the peculiarities of each region. It is shown by Husted (1999) that these peculiarities are correlated with corruption index. Integration index is a complex indicator produced by USB and composed of such indicators as social wellbeing, appropriate workplace, linguistic and ethnic coherence and population growth. The data used for the index includes both state-level statistics and data from surveys. Integration index supports the hypothesis of cultural theory of corruption by providing the insight of the region’s unity and coherence.

### 3.3. Preliminary analysis

Descriptive statistics of variables used in the model have been presented below and the correlations between the variables have been looked into.

The sign of the correlation between CPI and GRP growth per capita and real income is negative, as expected and mentioned in the literature. There is also relatively strong positive correlation between real income and civil organizations as well as between number of civil organizations and integration. The most unexpected sign of the correlation matrix is positive correlation between CPI and civil organizations variable. The analysed literature predicts that civil organizations should decrease corruption via increasing the political and civil participation as well as educate people about the ways of fighting corruption. This relationship is particularly interesting to investigate as the correlation matrix also shows that the number of civil...
organizations rises as real income increases. This may indicate that civil organizations are inefficient in fighting against corruption, but it is important to estimate the model to prove this suggestion. Such statement is also supported by strong positive correlation between number of civil organizations and number of crimes.

The analysed literature indicate an endogeneity problem in the sample. The most commonly used method of dealing with this problem is using instrumental variables. This study uses three instrumental variables: number of student graduates, fixed capital investment and level of urbanization. The choice of the variables is based on the analysed academic literature (Pigliariu 2009; Olsen 1996; Tanzi and Davoodi 1996; Lipset 1960; Glaeser et al. 2004; Fiorino and Galli 2012). In particular, the following instrumental variables will be used:

**Number of student graduates from higher education institutions** (variable: *stud*) is used as one of the instrumental variables. Fiorino and Galli (2010, 2012) and Lipset (1960) and Glaeser et al. (2004) argue that well educated people show higher rate of civil and political participation. On the other hand, in corrupted environment clever minds might fall into corrupt activities. Somewhat controversial, but number of graduates might be a convenient instrument for such indicators as civic organizations and level of crime in the regions when used as a proxy for human capital.

**Fixed capital investment** (variable: *inv*) is another instrumental variable that is used in the model. This variable is used as a proxy for capital. It is defined by Statistical Yearbook of Ukraine as including: “expenditures for capital construction (new construction, including the expansion of the operating enterprises, buildings and installations; their technical re-equipment and reconstruction; maintenance of production capacities); expenditures for the purchase of machinery and equipment without capital construction”. The influence of the fixed capital investment on corruption is complex, as on the one hand, corrupted activities may be attracted by investments in the region, while on the other hand, investment rich region might attract new corruption.

**Urbanization level** (variable: *urbanization*) has been used as an instrument in the model. Urbanization level shows proportion between urban and rural population in the region. The measure of urbanization level is a ratio between urban population and rural population in a region for the given period of time. Level of urbanization of a given region is determinant of the level of corruption as corruption is more widespread in cities, as it is argued by Glaeser et al. (2004).

### 4. Estimation and results

This model for spatial autocorrelation was tested both globally and locally and then a choice has been made between spatial lag and spatial error model specification. Having finalized the model, the author has estimated and performed post-
estimation, under-identification, homoscedasticity, normal distribution of residuals test and Sargan test of overidentifying restrictions.

4.1. Final model specification

The data are strongly balanced without gaps, that is, there are 200 observations for 25 regions for the years 2004–2011. Next step is to specify a weighting matrix in a way to capture spatial effect most efficiently. The simplest method is just to capture the effect of common border. However, this specification does not take into account the information on how far one region is from another. Therefore, the farther two regions are from each other, the smaller the weight that shows the common variation in their variables. As in Ukrainian administrative centres which also play the role of economic centres, distance between them in kilometres was used as a proxy for distance. The best weights are the inverses of the distance squared (Kamarianakis and Le Gallo 2003).

In order to apply spatial analysis the first step is to test whether the variables in the model are globally spatially autocorrelated. According to Moran I test, variable is positively spatially correlated when $I>E(I)$ and negatively spatially autocorrelated when $I<E(I)$, where $I$ stands for Moran’s global index of spatial autocorrelation and $E(I)$ stands for the expected value of $I$ (Pisati 2012). Table 1 shows that indeed all of the analysed variables show positive global spatial autocorrelation, meaning that there is overall degree of similarity between spatially close regions. The p-values for all variables are lower than 5% significance level; therefore the null hypothesis of no global spatial correlation can be rejected and it can be concluded that all variables show significant global spatial autocorrelation.

Table 1. Measures of global spatial autocorrelation

<table>
<thead>
<tr>
<th>Variable</th>
<th>$I$</th>
<th>$E(I)$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corruptind</td>
<td>0.001</td>
<td>-0.006</td>
<td>0.005*</td>
</tr>
<tr>
<td>Grpgr</td>
<td>0.000</td>
<td>-0.006</td>
<td>0.027**</td>
</tr>
<tr>
<td>Realincomepc</td>
<td>0.016</td>
<td>-0.006</td>
<td>0.002*</td>
</tr>
<tr>
<td>Unem</td>
<td>0.075</td>
<td>-0.006</td>
<td>0.000*</td>
</tr>
<tr>
<td>Govspend</td>
<td>-0.003</td>
<td>-0.016</td>
<td>0.017**</td>
</tr>
<tr>
<td>Crime</td>
<td>0.253</td>
<td>-0.006</td>
<td>0.000*</td>
</tr>
<tr>
<td>Mp</td>
<td>-0.040</td>
<td>-0.006</td>
<td>0.000*</td>
</tr>
<tr>
<td>Parties</td>
<td>0.009</td>
<td>-0.006</td>
<td>0.023**</td>
</tr>
<tr>
<td>Civilorg</td>
<td>0.059</td>
<td>-0.006</td>
<td>0.000*</td>
</tr>
<tr>
<td>Integration</td>
<td>-0.033</td>
<td>-0.006</td>
<td>0.000*</td>
</tr>
</tbody>
</table>

*significant at $p=0.01$, ** significant at $p=0.05$

Source: own calculations.
After it has been proven that all variables in the model show positive global spatial autocorrelation, it is important to perform local spatial autocorrelation test to see which regions have stronger spatial patterns (Table 2). The result of the test will show whether region $r_i$ is surrounded by regions that, on average, are similar to region $r_i$.

**Table 2. Local spatial autocorrelation test for corruption perception index**

<table>
<thead>
<tr>
<th>Region</th>
<th>Corrupt ind</th>
<th>Grpgr</th>
<th>Real incom-pc</th>
<th>Unem</th>
<th>Govspend</th>
<th>Crime</th>
<th>Mp</th>
<th>Parties</th>
<th>Civilorg</th>
<th>Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.R. Crimea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vinnytsya</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volyn</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dnipropetrivsk</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Donetsk</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Zhytomyr</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Zakarpatsia</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zaporizhya</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iv.Frankivska</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kyiv</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Kirovograd</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luhansk</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lviv</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mykolaiv</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Odessa</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poltava</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rivne</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Sumy</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Ternopil</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Kharkiv</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Kherson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Khmelnytsky</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Cherkasy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chernivtsi</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Chernihov</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: own calculations.

Local spatial autocorrelation test has been performed (Table 2). Similarly, global spatial autocorrelation test, Moran local spatial autocorrelation index $I$ and
its expected value $E(I)$ are calculated to determine whether a region is a ‘hot spot’ ($I > E(I)$) or a ‘cold spot’ ($I < E(I)$) in terms of similarity of the neighbouring regions (Pisati 2012). As the test calculates index for each region for each year of the sample, it is more reasonable to indicate which regions perform as ‘hot spots’ for each variable. Statistically significant ($p<0.10$) ‘hot spot’ regions are marked with a “+” in Table 2. Regions which are not marked with “+” do not perform as ‘hot spots’ for a given variable. The regions are listed in alphabetical order.

There are several regions that perform as hotspots for almost all of the analysed variables (Table 2). It is possible to draw several clusters of regions with the ‘hot spots’: Western cluster with Lviv, Zakarpaya, Ivano-Frankivsk, Ternopil and Chernivtsi as the most influential regions, Eastern cluster with Donetsk, Kharkiv and Luhansk regions as the ‘hot spot’, and Southern cluster featuring Odessa as the leading region. Central region is led by Kyiv and Northern part of Ukraine seems to be rather fractured with no distinctly seen cluster.

The next step in estimating the model is choosing between spatial lag and spatial error model. The spatial diagnosis test determines whether spatial patterns area result of spatial lag (when the outcome in one region is affected by the outcome in the neighbouring ones) or they result from spatial error (the outcome in one region is affected by unknown characteristics of the neighbouring regions). Results of the test indicate that it is better to use spatial lag model, which means that change in one variable in a given region is influenced by the change in that variable in the neighbouring regions.

### 4.2. Model estimation and testing

Two-Stage Least Squares estimation with Instrumental Variables ($2SLS\ (IV)$) was used. This estimation method is widely used in spatial models (Linderhof et al. 2011). As can be seen the impact of $grpgr$, $realinomepc$, $civilorg$ and $govspend$ is positive and statistically significant at $p<0.01$ (Table 3). The influence of $parties$ is positive and integration affects CPI negatively at $p<0.05$. The variables $crime$, $mp$ and $unem$ did not show significant impact on CPI.

<table>
<thead>
<tr>
<th>Variable</th>
<th>2SLS (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$grpgr$</td>
<td>-0.916</td>
</tr>
<tr>
<td></td>
<td>0.001$^*$</td>
</tr>
<tr>
<td>$realinomepc$</td>
<td>0.551</td>
</tr>
<tr>
<td></td>
<td>0.001$^*$</td>
</tr>
<tr>
<td>$unem$</td>
<td>-0.014</td>
</tr>
<tr>
<td></td>
<td>0.655</td>
</tr>
<tr>
<td>Variable</td>
<td>2SLS (IV)</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Govspend</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>0.000*</td>
</tr>
<tr>
<td>Crime</td>
<td>-0.192</td>
</tr>
<tr>
<td></td>
<td>0.178</td>
</tr>
<tr>
<td>Mp</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>0.725</td>
</tr>
<tr>
<td>Parties</td>
<td>0.198</td>
</tr>
<tr>
<td></td>
<td>0.023**</td>
</tr>
<tr>
<td>Civilorg</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>0.013*</td>
</tr>
<tr>
<td>Integration</td>
<td>-0.439</td>
</tr>
<tr>
<td></td>
<td>0.048**</td>
</tr>
<tr>
<td>R2</td>
<td>0.608</td>
</tr>
</tbody>
</table>

*p<0.01, **p<0.05

Source: own calculations.

The post-estimation test results imply rejection of under-identification of equation at 1% which means that the instrumental variables were chosen correctly. The author has also performed Sargan test, homoscedasticity test and Ramsey/Pesaran-Taylor RESET test. Weak identification test was passed and results of Sargan test of over-identifying restrictions do not give reason to reject the null hypothesis that instruments are valid. There is no reason to reject homoscedasticity hypothesis and residuals are normally distributed. Ramsey/Pesaran-Taylor RESET is also passed, so there is no reason to reject the null that there are no neglected nonlinearities.

Estimation results imply that GRP growth per capita has a strong negative effect on CPI and is statistically significant. Real income per capita also performs the way it was expected and has a significant strong negative effect on CPI. Thus, outcome completely supports Hypothesis no. 1. Such outcome is overall predicted by academic literature analysing economic determinants of corruption.

According to Table 3, neither the level of crime nor the number of MPs originating from a given region appeared to have statistically significant impact on CPI. Therefore, Hypothesis no. 2 is not supported by empirical study. It is possible to speculate about two reasons for this outcome. First, it is likely that number of MPs is relative even across the country, which is also supported by Table 2 indicating that there is no clear ‘hot spot’ region for this variable. Secondly, the level of crime might have appeared insignificant, as official statistics only represent a part of crime that is involved in corruption, therefore causing biased results.

Hypothesis no.3 is not confirmed by estimation results as well. In fact, this result proves that there exists a certain dissonance in the way civil organizations influence corruption situation in Ukraine. The U-shaped relationship, predicted by the literature (Treisman 2000), seems to indicate the country has passed the
time when economic growth was encouraging corruption, but civil organizations that are supposed to decrease corruption even further appear to be positively correlated with it. One reason why civil organizations may be associated with corruption is because they were established before the peak point of the U-shaped relationship between corruption and economic growth was reached. In a sense, increased number of civil organizations is triggered by the economic growth (as it is also proved by the correlation matrix). However, it also might have happened that in a corrupted country like Ukraine, which is actively encouraged by the European community to build on its civil society, was not yet ready for the increasing amount of civil organizations. As a result civil organizations became new sources and breeding grounds for corrupt practices. While, on the one hand, they might indeed have some positive influence on civil society, on the other hand, they may also serve as a tool for money laundering.

It was also discovered that governmental spending has significant positive influence on CPI. This result is rather controversial, since I am looking at perception of corruption rather than registered corruption activities. However, the estimation results clearly indicate that regions which are allocated higher governmental spending are associated with higher values of CPI. The explanation for this outcome may lie in the fact that money allocated to a given region does not reach its aim and ends up supporting corrupted activities and used for personal benefit of the responsible for the distribution local officials.

Number of MPs born in a specific region and present in the current parliament was found to be insignificant, as well as the crime rate. Insignificance of the first variable is rather hard to explain as there is clearly unequal representation of the regions in the parliament. However, it might be the case that although an MP was born in a given region it does not necessarily mean his presence in the parliament would benefit corrupted structures in that region, as it was proved by the estimation. As for the second variable, crime rate appeared to be insignificant most likely because the crimes associated with corruption are not registered in official statistics. On the contrary, the relation between crime rate and corruption might be opposite, following this logic: As more bribes are paid, fewer crimes are registered. Therefore, it seems that official crime rate statistics are not the best proxy for the crimes involving corruption.

Another vital discovery of the paper is that integration index has significant negative impact on CPI. This result is in line with the academic literature examining cultural corruption determinants and means that more integrated regions exhibit lower values of CPI. However, this is a complex relationship. This is because highly integrated society may, on the one hand, decrease corruption in its region resulting in naturally low CPI values; while on the other hand, people may misleadingly undermine the level of corruption in their region due to their moral and cultural values.
More attention should be paid to the interpretation of spatial analysis conducted. Global autocorrelation analysis indicated that crime rate has the strongest spatial pattern in the variable list. As the local spatial autocorrelation analysis showed cluster-like pattern of the regional interrelationship, it is possible that some regions might get higher corruption rate values as a result of spillover from neighbouring regions. Therefore, the Ukrainian government should pay more attention to solving crime issues in the ‘hot points’ of those clusters, mainly Lviv, Zakarpatyja, Ivano-Frankivsk, Donetsk, Odessa and Mykolaiv regions in order to address the issue more effectively on a larger scale.

Moreover, as GRP growth per capita and real income per capita show the most influence on CPI, state government might need to pay more attention to the well-being of the ‘hot-spot’ regions, rather than apply universal policy to all 25 regions. Indeed, Ukrainian government applies differentiated policy by special development policies aimed at less developed regions. However, bearing in mind the spillover effect, once corruption is decreased, the government may rethink its strategy and target the ‘hot-spot’ regions more.

Finally, the spatial dimension of the model allows us to see that integration and civil organizations have similar global spatial autocorrelation values, and having significant impact on CPI, pull it in opposite directions with similar magnitude. While civil organizations are supposed to help fighting against corruption (as predicted by theory), it seems that they do the opposite. Main outcome of the study is that there is vital necessity to influence the way civil organizations in Ukraine operate and ensure they are not used for corrupted activities. As civil organization variable showed one of the highest results in global spatial autocorrelation tests, it is important to pay more attention to monitoring activities of civil organizations in the regions where they are mostly clustered. While integration index showed a significant negative impact on corruption, its influence might be lagged as change in mentality is a lengthy process which is even more complicated in the corrupted environment.

5. Conclusions

In this research the issue of relationship between corruption perception index and economic, political and social factors for Ukraine was analysed. The question for the study was selected because of its relevance in today’s development path of Ukraine and because of the lack of research of spatial dimension in academic literature. While Coleman (1990) and others find that civil organizations have significant negative impact on corruption perception index, this study on Ukrainian regions challenged this statement. It was shown that civil organizations are an inefficient tool for fighting corruption in Ukraine, at least the way they are operating right now.
The paper paid special attention to spatial analysis of CPI therefore adding a new perspective to academic literature. It has been empirically proven that many of the major economic, political and social variables have spatial dimension in the case of Ukraine. It should be noted that corruption perception index was used as a measure of corruption. This method has brought some limitations to the model as it is important to bear in mind the subjectivity factor underlying the index. However, this choice also resulted in more relevant interpretation as it includes real-life experience of the population.

As a result of the model estimation, the paper verified the originally stated research hypotheses. It was confirmed that economic growth and real per capita income have negative influence on CPI. The analysed influence of level of crime and number of MPs originating from a given region did not appear to be statistically significant. It was further explained that this outcome may result from data imperfections. The third hypothesis concerning the impact of civil organizations on CPI was not supported either. As the paper explains, civil organizations in Ukraine may serve as tools for money laundering and not strengthening civil society in the country.

The paper provided solid ground for further analysis in the field. First of all, when there are more objective statistics available on bribery and corruption crimes, it would be possible to run the model again and see how the results change. Secondly, further studies might want to have a closer look at the way population trusts the government (local and national) as well as examine different spheres where the population faces corruption the most (universities, healthcare, police etc., see ERA et al. 2011). This statistics are for now limited and not available for significant time period as well as not aggregated for the purposes of empirical study but constitute fruitful soil for further research.

Finally, the paper has come up with some general recommendations that may be used as guidelines for direction of further development of anti-corruption policies. While the recommendations majorly address spatial dimension of corruption problem, they also touch upon the importance of rethinking the role civil organizations play in fighting corruption.
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CPI – Corruption Perception Index
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UAH – Ukrainian Hryvnia
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2SLS (IV) – Two-Stage Least Squares estimation with Instrumental Variables