Abstract
This article aims at investigating the impact of the level of the Fed funds rate in the United States in the period 2000-2007 on the emergence of the asset price bubble on the US real estate market, burst of which triggered the financial crisis in the US and globally. Rather than constructing a single theoretical or empirical model of this potential influence, a more eclectic approach is taken. The argument is structured around three fundamental questions (1) whether the Fed funds rate had been low compared to benchmarks in the given period; (2) whether low short-term rate itself had been able inflate a real estate bubble; (3) whether alternative explanations of the bubble causes were sufficient. For each of the issues a number of qualitative explanations and quantitative models is provided and analysed. Based on the gathered data, models, and arguments, the paper concludes that the influence of the Fed funds rate on the bubble’s emergence is not to be underestimated. This conclusion should be kept in mind in the context of future directions for monetary policy in the US and globally, as the extremely low interest rates applied by central banks to date might be inflating the next bubble.
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Introduction
In order to investigate the impact of the level of the Fed funds rate in the United States in the period 2000-2007 on the emergence of the asset price bubble on the
US property market, let us first define the level of the rate. In the period 2001-2007, the average level of the effective Fed funds rate was 2.72%, with median level of 2.01% and standard deviation of 1.60%. Real interest rates at the same time were on average as low as 0.13%, with median of 0.10% and standard deviation of 1.44% (figure 1). It is also worth to note the negative real interest rates between October 2002 and April 2005, regardless of the lack of recession in the US at that time (Zandi, 2009, p. 88).

The two main reasons for such FFR levels were the (1) fear of deflation and (2) Greenspan put (Bernanke, 2010, p. 2-4; Greenspan, 2010, p. 39). The fear of deflation was driven by the bust of the dot-com bubble and subsequent economic slowdown and unemployment growth, as well as geopolitical factors – 9/11 terrorist attacks, wars in Afghanistan (2001) and Iraq (2003) that could further weaken the American economy. It was strengthened by the falling indices of CPI (at the level of 1,33% in the first quarter of 2002 and falling again since March 2003) and PPI (negative since July 2001). Keeping the FFR low for almost three years balanced at that time – according to Greenspan – the risk of deflation and of possible growth in inflation or asset prices.

Greenspan put meant taking no action against potential speculative bubbles (so ignoring early warnings of a growing bubble) by the Fed and only entering the play once the bubble burst. Greenspan (2007, p. 200) claimed that trying to fight against asset bubbles during the boom, by increasing interest rates, is pointless because – due to complexities of economic phenomena, issues with data reliability and defects of econometric forecasting – it is too difficult to tell apart the healthy economic growth and a speculative bubble. In his opinion, delicate fine-
tuning of the interest rates would not suffice to stop the growth of asset prices and prevent the bubble, sharp increase was compared to „killing the patient to cure the disease“ by wiping out the economic growth (Greenspan, 2007, p. 201). This is why Greenspan sought to keep the consumer price inflation stable, rather than to prevent bubbles. In line with this policy, Fed led by Greenspan only reacted to bubbles after their bust, by drastically decreasing interest rates, for example in 1987 (after a fall in stock prices), 1990 (during the Persian Gulf war), 1993 (because of the tequila crisis), 1997 (during the Asian crises), 1998 (due to the problems of the Long Term Capital Management fund), 2000 (when the dot-com bubble burst). It is worth to note that market agents, aware of the fact that Fed would decrease the interest rates significantly after a bubble’s bust yet would not take any actions beforehand, soon turned this last resort strategy into a way of increasing expected returns (Mueller, 2010).

Was the FFR low compared to benchmarks?

Defining a proper evaluation method of interest rates leads to the normative question of how they should be set by central banks in the first place. One option is looking at the economy from the holistic perspective and taking discretionary decisions based on the assessment of the current and future economic situation (Filar, 2004). The second approach is more data-driven: looking at specific parameters (e.g. inflation, economic growth), particular levels of which should bring an a priori defined reaction. This makes the monetary policy more systematic and predictable than it is when decisions are taken in a one-off manner (Filar, 2004). Finally, a two-fold approach is also possible: taking into account the rule-driven calculation and adjusting for the general assessment of the economic situation, taking into account risk of deflation, necessity to inject large quantities of liquidity into the economy in case of a liquidity or payment crisis, the fact than interest rules can be misleading at very low or very high inflation rates, etc. (Taylor, 2005).

As much as different approaches can be taken at the stage of setting the rates, their rigid ex post evaluation can in fact only be carried if an actual interest rate applied is compared to the level suggested by some monetary policy rule. Simple look at the interest rate levels would never be constructive as the decision to call a rate “right”, “too low” or “too high” will always depend on numerous factors, for example on how developed the analysed economy is or in which stage of the business cycle it is in a given moment.

Following Athanasios Orphanides (2007, p. 2-9) we can isolate (1) rules referring to the monetary base, such as (a) “k-percent” money growth rule of Milton Friedman, and (b) McCallum rule (McCallum, 2000, p. 52); as well as (2) rules referring to the short-term policy rate, such as (a) Wicksell rule and (b) Taylor rule (Taylor, 1993). Since the Taylor rule has been the most widely applied as a reference point for central banks setting the interest rates, it will be our reference point for the analysis of the FFR level in the period 2000-2007. Its major
advantages over \( k\% \) and McCallum rules include the fact that it relates directly to the interest rates, which makes it possible to evade the issue of unstable money demand, driven by short-term shocks or long-term changes attributed to financial innovation. As opposed to the Wicksell rule, on the other hand, it takes into consideration the current state of the real economy and not only the price stability, while remaining fairly simple and disregarding the analytical model used for description of the economy as such (Orphanides, 2007, p. 4-5).

Taylor rule is given by the following equation (Taylor, 1993):

\[
    r = \pi + ay + b(\pi - \pi^*) + 2
\]

where:

- \( r \) is the proper Fed funds rate,
- \( \pi \) is the rate of inflation over the previous four quarters,
- \( \pi^* \) is the targeted inflation rate, typically equal to 2,
- \( y \) is the percentage deviation of the real GDP (\( Y^* \)) from the trend real GDP (\( Y \)), that is \( y = 100((Y - Y^*)/Y) \)
- \( a \) and \( b \) are coefficients, originally set for the American economy at the level of 0.5; later – following Brayton at al. (1996) – the value of a coefficient changed to 1 (Taylor, 1998, p. 16); later – following Poole (2007, p. 6) – increased to 1.5 (figure 2a).

The rule matches the monetary policy of the Fed carried during the Great Moderation period (20 years since early 1980.) – period of long-term economic growth and little fluctuations of GDP around the trend.

Evaluation of the interest rates in the US in the period 2000-2007 suggests that the level of the Fed funds rate was lower than suggested by the Taylor rule, as often emphasized by John Taylor himself (figure 2). However, it is worth to note the limitations of the rule, which are often quoted as an argument against (a) setting interest rates in line with any monetary policy rule in general (b) criticism of claiming interest rates in the period 2000-2007 were too low.

These limitations can be broadly divided into two groups: (1) dependence of the rule on multiple assumptions, to which the recommended result is very sensitive (Bernanke, 2010, p. 6-8, Kohn, 2007, p. 3-7), and (2) being only able to assess the level of interest rates ex post rather than ex ante (Bernanke, 2010, p. 8-11).

Regarding the multiple assumptions limitation with reference to the Taylor rule, the issues worth noting include the metrics of inflation, estimation of the output gap, and value of the coefficients.

In his original paper, Taylor (1993) suggested using the GDP deflator as an inflation metrics. However, currently the most frequently used metrics is the CPI (Barnes, 2010), used by William Poole (2007, p. 5) in the already quotes research (figure 2 a). Furthermore, the Federal Open Market Committee sets the inter-
Figure 2. Comparison of the FFR and proper FFR according to the Taylor rule for the USA, proposed by (a) Poole (1986-2006) and (b) Taylor (2000-2007). Source: Poole, 2007, p. 6; Taylor, 2007, p. 3.

Est rates using either PCE (Personal Consumer Expenditure price index; Kohn, 2007, p. 3) or core PCE (excluding food and energy due to high volatility of their prices; Poole, 2007, p. 5). As differences between inflation measured with those indices can be even as high as 1% (figure 3), the choice of the index is of vital importance.
Issues arise also when the trend of the real GDP and, consequently, the output gap is to be estimated. In order to calculate it, the Fed uses the FRB/US model (Bernanke, 2010, p. 6), yet obviously different models could be used instead – for example, Dokko et al. (2009) mentioned the Congressional Budget Office (CBO) model – and the results would differ.

The third issue is the mentioned beforehand problem of coefficients a and b, as it defines which of the Fed’s objectives is of higher importance while setting the interest rates (fighting the inflation versus supporting the economic growth), as well as how significant change in the interest rates should be driven by a particular deviation of inflation from target and a particular level of the output gap. The latter is important regardless of the economic situation; the former becomes especially important in case of stagflation, when Fed’s objectives are contradictory.

Considering the different assumptions, Dokko et al. (2009) from Washington Fed proposed an interval which should encompass the “proper” Fed funds rate levels calculated using different versions of the Taylor rule (figure 4). According to this figure, difference between the interval and actual level of FFR in the first decade of the XXI century was not the highest in history.

This does not however seem to prove the FFR in the period 2000-2007 not being too low nor not remaining too low for a long period. Gordon (2009, p. 6) claims that regardless of parameters used in the Taylor rule the interest rates were too low for too long in the years before the subprime crisis. Taylor (2010a) argues that even if PCE is used for measuring inflation, interest rates will still be too low...
compared to the rule, and claims the deviation from the rule was the highest since the crises in the 1970. His most famous chart comparing the actual and proper short-term interest rates level for the United States in the previous decade is presented at figure 2b.

In terms of the ex post assessment limitation, it is worth to note the reasoning of Ben Bernanke (2010, p. 8-11). As he pointed out, FOMC – while setting the interest rates – uses forecasts of inflation and GDP (Orphanides, Wieland, 2008, p. 307-324), while evaluation of their level is carried ex post, based on actual data on inflation and GDP for the analysed quarter and three previous ones. The key advantage of setting the FFR based on forecasts is – according to Bernanke (2010, p. 9) – the fact that it prevents the central bank from overreacting to short-term changes in inflation. As output gap forecasts and actual values typically do not differ significantly, the deviation of inflation from forecasts matters.

Figure 5 shows the recommended level of the Fed funds rate according to one of variants of the Taylor rule (probably with coefficients $a = 1.5$, $b = 0.5$, inflation target = 2%, inflation index – CPI) and the recommended level of Fed funds rate according to the same Taylor rule’s version, yet using the output gap and inflation level forecast. Clearly the difference between Fed funds rate and Taylor’s rule recommendation is much smaller when the forecasts are used.

The idea of basing the monetary policy on forecasts rather than on actual data seems slightly controversial according to John Taylor (2010a). He notes that the problem of short-term inflation fluctuations can be avoided if average values...
of indices are used. What is more, the question of which forecasts to use while calculating the optimal Fed funds’ rate level remains unanswered, whereas, since the proper answer to changes in the forecasted level of inflation should be different than the answer to changes in the actual inflation, using the Taylor rule in the version suggested by Bernanke does not seem reasonable.


Could the short-term rate inflate the bubble?

The question of whether a short-term interest rate, such as the Fed funds rate, could inflate the recent bubble on the US real estate market, can be broadly approached from two angles: (1) timing, so whether the increase of asset prices followed the loose monetary policy or the other way around, (2) strength of the impact, which can be considered from the one-country and multi-country perspective. Let us look at these in turn.

Considering the timing perspective, it is worth to note the argument of Ben Bernanke (2010, p. 11-12) who claimed that property prices started to grow earlier than the relaxation of the monetary policy. In fact, they began to rise rapidly in the late 1990., then grew at the level of 7-9% yearly in years 1998-1999 and 10-12% in years 2001-2003. Since the fastest price gains happened in 2004-2005, Bernanke does not exclude the impact of the monetary policy. However, he
argues that the growth of house prices (figure 6) was too high to be caused only by the level of the Fed funds rate.

Also according to Robert Schiller (2007, p. 2), boom on the real estate market started before the Fed’s relaxation of the monetary policy. He assumes the boom started in 1998, while the Fed funds rate decreased a lot only in 2001, after the burst of the dot-com bubble. Schiller attributed the growth of property prices to psychological factors: after some initial increase, the society started to expect further growth, which became a self-fulfilling prophecy (Schiller, 2007, p. 7-9). This argument brings a question of how important the decreases in the FFR level were in fuelling the expectations of further price growth. Short-term interest rates act as a reference point for the society – their decrease is followed by the expectation of long-term interest rates fall and increase in asset prices (Dokko et al., 2009, p. 17).

The lack of clear answer on the timing dimension makes it necessary to consider whether impact of the FFR on the economy could be strong enough to drive the bubble on the real estate market in the United States. This hypothesis was tested quantitatively by numerous researchers. Let us look at their models and argumentation.

John Taylor investigated the relationship between the interest rate and the number of the housing starts and between the interest rates and the house price increases (Taylor 2010b, p. 28). He argued that the jump in the housing starts would have been significantly smaller had the FFR been in line with the Taylor rule (Taylor, 2007; figure 7). This argument is certainly a simplification - low interest rate should typically bring cheap credit, followed by housing demand, followed by the prices and then the increased supply (housing starts) as a response...
of the housing sector to high demand and potentially high profits. Another issue that weakens Taylor’s argument is the fact that he does not provide details of his counterfactual analysis of the housing starts which brings doubts about exact assumptions taken.

Significantly more advanced methods of empirical analysis were used by Dokko et al. (2009, p. 27-29). They applied a VAR model investigating the relationship between the real GDP and real personal consumption expenditures, the nominal share of residential investment in GDP, real house prices, core PCE inflation, unemployment rate, and the nominal Fed funds rate, using the data from the period 1977-2002. The model showed the nominal interest rates that should have been used in the period 2003-2008 keeping the relationship between the variables from the period 1977-2002 and using the historic data from the period 2003-2008 for other variables. A similar analysis was carried to determine the house prices keeping all other variables at their historic levels and extrapolating relationships between them. According to this model, the actual nominal interest rates were reasonably close to the forecast, so in the period 2003-2008 the Fed funds rate were close to the level they should have judging by the historic experience (figure 8a). On the other hand, the actual house prices were higher than estimated by the model, which suggests factors from outside of the model influencing their level (figure 8b).
Commenting on the strength of influence of low short-term interest rates on the increase in housing prices in the US, Bernanke (2010, p. 13-14) quoted also research carried by del Negro and Otrok (2007, p. 1962-1985) and Jarociński and Smets (2008, p. 339-365). Both teams used the Bayesian V AR models for their analyses. Del Negro and Otrok argue based on their models that the influence of the monetary policy in on the change of house prices in the United States was limited\(^1\). However, Jarociński and Smets\(^2\) claimed that “there is (…) evidence that monetary policy has significant effects on housing investment and house prices and that easy monetary policy designed to stave off perceived risks of deflation in 2002-2004 has contributed to the boom in the housing market in 2004 and 2005” (Jarociński, Smets, 2008, p. 362). This misalignment in results – despite a similar method – suggests that V AR models cannot provide a definite answer to the question of actual impact of the monetary policy on the boom. This can be partially attributed to the fundamental assumption of the autoregressive models, that is the possibility to extrapolate the relationships between variables over time, which means lack of a major structural change in the economy observed (in this case – in the early 2000s.) Bernanke (2010, p. 14) claims this is a reasonable argument to be cautious while drawing conclusions based on these models.

The analysis of importance of the short-term interest rates would not be complete without considering examples from countries other than the United States – after all, bubble’s existence was not only an American phenomenon. Both Alan

---

\(^1\) They used a Bayesian V AR model with the following variables: Housing Price Index decreased by inflation measured by core PCE, real per capita income, Fed funds rate, GDP deflator, growth in real GDP, 30-year mortgage rate (del Negro, Otrok, 2007, p. 8-10).

\(^2\) They used Bayesian V AR models in versions LVAR and DVAR, using the following variables: Fed funds rate, 10-year Treasury constant maturity rate, real private residential fixed investment in GDP percentage, real GDP, real personal consumption expenditures, GDP deflator, difference between the Case-Shiller index and the GDP deflator, commodity price index, M2 money stock.
Greenspan (2010, p. 42) and Ben Bernanke (2010, p. 16-19) argue that there is no international evidence of correlation between interest rates and the size of a bubble on housing markets. Let us consider two empirical models that deal with this argument.

The first model was prepared by the International Monetary Fund (Fatás et al., 2009, figure 9), based on a sample of 20 developed countries. According to the research almost all of the countries had monetary policy looser than recommended by Taylor (even though in case of the US the deviation was among the greatest). Also, according to the research, more restrictive monetary policy does not mean slower increase in house prices as the relationship between the two variables was statistically insignificant, and the monetary policy explained only 5% of the house prices fluctuations. Dokko et al. (2009, p. 31-32), relating to this research, emphasized the case of the United Kingdom, where following the Taylor rule did not prevent the society from dramatic increase in property prices. The situation was fairly similar in New Zealand.

On the other hand, the 2008 OECD paper (Ahrend, Cournède, Price, 2008), quoted for example by John Taylor (2010a) brings different conclusions. 22 countries were examined for the deviation from the Taylor rule and investment in housing as a GDP percentage (figure 10). The relationship turned out to be significant: 54% of the changes in the investment level were explained by the deviation from the rule.

![Figure 9](https://example.com/figure9.png)

**Figure 9.** Deviation from the Taylor rule versus change in real house prices. Sample of 20 countries.
Source: Dokko et al., 2009, p. 32, following the International Monetary Fund.
Similarly as when looking at the autoregressive models, we do not reach conclusive answer on the existence and strength of a relationship between deviation from the Taylor rule and size of the bubble, as it depends too strongly on the metrics used and the sample. However, as one of the models – the OECD model – shows such a relationship between the variables, empirical research does not allow rejecting the hypothesis of such relationship’s existence.

Are the alternative explanations of the bubble causes sufficient?

Let us come back for a moment to the evaluation of the autoregressive models carried in the previous section. It was argued there that the results of Dokko et al. (2009) suggested influence of a variable remaining outside of their model on the real estate bubble. It was also suggested that the fundamental assumption of autoregressive models – lack of a structural change on the analysed market in the investigated period – might be too strong with regards to the US real estate bubble. These observations, together with the inconclusiveness of the results pre-

![Figure 10. Deviation from the Taylor rule versus a change in housing investment as a GDP percentage. Sample of 22 countries. Source: Ahrend, Cournède, Price, 2008, p. 19.](Image)
sented in the previous section makes it necessary to consider other factors that could be central to the development of the bubble on the US property market. It is also worth to investigate whether these factors could be in any way related to the FFR level or, in a broader context, Fed’s policy. The literature suggests the following factors worth considering as central to the bubble’s development: (1) development of the credit market and securitization, (2) long-term, rather than short-term interest rates and the global savings glut.

Changes on the mortgage credit market seem clear when one considers the significant increase of the share of adjustable-rate mortgages (ARM) on the US market in years 2004-2005. What should be noticed here is the fact that the interest rate of such mortgages is more closely tied to the current level of the Fed funds rate than the interest rate of fixed-rate mortgages (FRM). It could be therefore argued that the low FFR made the ARM credits cheaper, which increased the demand for them – making the influence of the credit market structure on the bubble tied to the FFR level. This reasoning was referred to by Bernanke (2010) and Greenspan (2010), who have opposite views on the importance of credit market structure and interest rates in the context of a bubble.

According to Bernanke (2010, p. 14-15), short-term interest rates could not influence the preference of ARM over FRM as the monthly payment for an ARM was only 16% lower than of FRM. According to the Fed’s calculations, had the Fed funds rate been in line with the Taylor rule, ARM’s interest rates would have been only 0.71 percentage point higher than it was, and a monthly payment paid by a customer would have been 75 USD higher. However, having compared the monthly costs of other mortgages with ARM and FRM and noticing bigger differences, he believes a choice of credit type could have been more important for a debtor than an interest rate type. He claims, that “the availability of (…) alternative mortgage products proved to be quite important and, as many have recognized, is likely a key explanation of the housing bubble” (Bernanke, 2010, p. 16).

Greenspan (2010, p. 42) approached the matter differently: in his view, the low Fed funds rate does make ARM’s interest lower, which brings higher demand for financing houses with ARMs and theoretically could become an important factor of the bubble’s creation. However, he claims that a decision to buy a house is taken earlier than the decision how to finance it, therefore low interest on ARMs could not act as an important factor driving the demand for houses. He quotes the fact that the peak of ARM demand happened two years before the house price peak – during the last two years before the bust, the housing market was financed to a lesser extent by ARMs yet the demand for houses and the prices were still growing³. This reasoning seems legitimate in a standard market situa-

³Two years before the house price peak the nominal interest rates were growing, and so were the house prices. The increase in nominal interest rates could act as a signal that ARMs interest will increase as well, therefore those interested in mortgages might have decided on FRMs
tion. However, in case of a bubble, more and more people decide on purchasing real estate even if they would not have considered it normally, may it be their first house, a more attractive property, or a pure investment. From this perspective, the key clients are those from the subprime segments, who have suddenly been given a chance to purchase their own house, as well as investors, whose activity drives the prices up⁴.

Securitization and transfer of risks onto the capital markets, happening in parallel to the credit expansion, is the second factor worth considering as an alternative bubble explanation. A common truth, emphasized e.g. by Greenspan (2010, p. 10) is that without the financial assets being funded predominately by debt, the bust of 2007 would not have brought such severe consequences for the economy. What was the scale of the securitization? According to Thompson et al. (2007, p. 8), CDO issuance in the United States reached the level of 312 billion USD, while the home equity ABS market was worth 630 billion USD. For comparison, current account deficit of the US was in that period at the level of 760 billion USD (according to the Bureau of Economic Analysis). Underestimation of the risk related to the mortgage market at that time, as well as their wide distribution via sales of asset-backed securities clearly helped fuel the bubble on the housing market.

Could the credit market structural changes and securitization alone generate a bubble of such a scale as experienced by the US real estate market in 2007? According to many economists, e.g. Taylor and Calomiris quoted beforehand, these issues have only a secondary impact, while the key sources of the trouble were the loose monetary policy and regulations facilitating location of the money excess on the property market. Without too low interest rates the credit expansion would not have reached such a scale - as Gordon (2009, p. 6) put it, the “low interest rates made it particularly profitable for banks and nonbanks to make mortgage loans” – which is understandable as low interest rates on one hand make it easy for banks to raise capital, on the other – if long-term interest rates are also low – create high demand and allow the banks to make profits on fees while originating the mortgages. Assuming therefore the credit expansion and securitization being the variables inflating the bubble, it is difficult to claim they were entirely independent of the Fed policy.

Yet another factor involved in the bubble creation worth considering is the concept of the global saving glut, related to the long-term interest rates.

Alan Greenspan (2010, p. 40-41) argued that the interest rates that do impact the low prices of mortgages are not the Fed funds rate – as believed by e.g. John Taylor – but the long-term interest rates which in turn are a consequence of numerous factors independent of the Fed. Even though typically short-term interest

---

⁴The process of boom’s creation was described in detail by Zandi (2009, p. 52-60) and corresponds with Minsky’s “follow the leader” process.
rates determine long-term interest rates, this relationship disappeared in the key period from the perspective of the bubble’s emergence, 2002-2005 (Greenspan 2010, p. 38-39, figure 11).

The persistence of low long-term interest rates is explained by Greenspan (2010, p. 5, 43) and Bernanke (2010, p. 18) by the concept of the saving glut, created by Bernanke a few years earlier (e.g. Bernanke, 2005).

The quick growth of the current account deficit in the United States in the previous decade corresponds with the difference between the level of American investments in capital goods or real estate and domestic savings (Bernanke, 2005, p. 3). Therefore, the reason for the deficit is a too low level of domestic savings versus the investment needs.

It is, according to Bernanke, a consequence of the emergence of a global saving glut, coming not from – as one might expect – industrialized countries (which should save more due to the ageing of their societies), but from developing countries. Bernanke (2005, p. 5) seeks a reason for their transformation from a net borrower to a net creditor in the wave of crises in the second half of the 1990., owed to the outflow of foreign capital from the developing countries. Fall in exchange rates and asset prices, weakening of the banking sector and recession that came together with the crises made the developing countries change their strategy of managing international capital flows and become capital exporters. The drive to savings was present not only in the countries actually affected by the crises, such as Korea, Thailand, but also in China, for the sake of preventing the potential crises in the future. All these countries started to increase their levels
of reserves and seek export-led growth. Increase in their levels of reserves happened via selling their own Treasury bonds (impulse to save) and purchasing US Treasury bonds. Own bonds were then repaid by rolling the debt and decreasing the budget deficits. Another important source of reserves, mostly for the Middle East, Russia, Nigeria, or Venezuela, were the money gained while selling the oil, prices of which were on the increase (Bernanke, 2005, p. 5-6).

A group of developing countries can only increase its current account surplus when the rest of the world increases their deficits. The reasons for the fall in savings in the developed countries are divided by Bernanke (2005, p. 6-7) in two groups: those present in the period 1996-2000 and those occurring only after 2000.

In the first period, high stock prices, development of new technologies, rise in productivity, as well as low political risk, good regulatory environment, and strong property rights made the US economy attractive to international investors. Well-developed financial markets, the dollar’s status of the international currency, the fact that most countries kept their reserves in USD and often had fixed exchange rate to the American currency (as, for example, China) further facilitated the process. Inflow of capital into the United States resulted in stock price growth and USD’s appreciation, followed by increase in wealth of the American society and their consumption expenditures, including on imported goods. Stock price rises brought further investments into the US and decreased the residents’ perceived need to save (owed to high perceived wealth of the society and expectations of the future income gains).

After the dot-com bubble, the transmission mechanism changed and low interest rates, rather than high stock prices, became the key reason for low savings of the American society (Bernanke, 2005, p. 7). The global savings moved from the equity and Treasury bonds markets to the real estate market. Inflow of long-term savings with fixed investment opportunities on the targeted market was supposed to decrease the long-term interest rate. The mechanism is intuitive: as the interest rate is a “price” of the money, the more money flows in while the demand is fixed, the cheaper the money becomes. Low interest rates on mortgages led to demand for houses and growth of their prices, while the possibility of refinancing the credits further decreased the propensity to save of the US citizens\(^5\). At the same time, foreign investors did not need to invest into real estate directly – rather, they could purchase asset-backed securities, with low perceived risk and high returns (Zandi, 2009, p. 79-80).

The idea of the saving glut, rather than low FFR being the reason for low long-term interest rates was criticized by John Taylor (2010b, p. 30-31). On the

---

\(^5\) Bernanke (2005, p. 8) emphasizes that other developed countries, such as France, Italy, Spain, Australia, the United Kingdom, went through a similar process. However, it did not occur in countries with slow growth of the economies and lack of booms on the housing markets, in such countries as Germany or Japan.
global scale, in his opinion, one can notice the savings shortage rather than excess, as confirmed e.g. by the IMF research he quotes, with the global rate of savings as a GDP percentage being particularly low in the period 2002-2003, especially compared to 1970. and 1980. Regardless of the actual shift of roles between developed and developing economies, since the surplus and shortage must be equal on the global scale, influence of some global saving glut on the low long-term interest rates could not have happened.

This opinion differs from Charles Calomiris’s approach (2008, p. 18), according to whom the saving glut is a fact, yet one of the reasons for the glut was the loose monetary policy in the United States. A similar thought is included in the de Larosière (2009, p. 15) report: loose monetary policy and the saving glut coexisted, and more restrictive monetary policy could have limited the housing price increases in the US.

Conclusions

Even though over 5 years have passed since the bust of the most recent bubble on the US real estate market, the fierce discussion regarding the principal causes of the bubble is still on. The purpose of this article was to structure it and provide insights on how likely the key role of FFR in emergence of the bubble was.

It seems from the analysis that the Fed funds rate’s level in the period 2000-2007 was low – regardless of the difficulties in assigning such a name due to different versions of monetary policy rules and possible unfairness of such a judgment attributed to difficulties of ex ante evaluation while setting interest rates. Analysis of the timing of real estate price increase, autoregressive models evaluating strength of FFR influence, as well as multi-country studies do not give clear conclusions on how important this factor was, yet they do not provide sufficient arguments to exclude it. Finally, alternative explanations of the bubble, related to the credit market structure and changes in the global economy seem to be tied to the FFR level itself. The general conclusion can only be, therefore, that the impact of the low level of the Fed funds rate in the period 2000-2007 on the emergence of the bubble on the North American property market existed. As difficult as it is to define whether monetary policy was the standalone key factor driving the boom, it is impossible to claim it had no influence whatsoever.

References


Blanchard O. (2006) Portugal, Italy, Spain, and Germany. The implications of a suboptimal currency area. Speech at the WEL-MIT meeting, NYC.
Board of Governors of the Federal Reserve.


Modigliani F., Miller M. H. (1958) The Cost of Capital, Corporation Finance and